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Figure 1: ChunkyEdit takes a video interview as input. It then transcribes the video and groups the transcript into “chunks”
based on similar questions or themes in the interviewee’s answers. Users can explore these chunks and de�ne their own in the
ChunkyEdit UI (left) before exporting a “Paper edit” (center) or a “Video stringout” (right), two common intermediate formats.

ABSTRACT
The early stages of video editing present many cognitively de-
manding tasks that require editors to remember and structure large
amounts of video. In our formative work we learned that editors
break down the editing process into smaller parts by labeling and
organizing footage around central themes. Using current video
editing tools, this process is slow and largely manual. We present
a system called ChunkyEdit for helping editors group video in-
terview clips into thematically coherent chunks, which can then
be exported to existing video editing tools and composed into an
edited narrative. By focusing on this intermediate step, we leverage
computation to do tedious organizational tasks, while preserving
the editor’s ability to control the primary storytelling decisions.
We explore four di�erent topic modeling approaches to creating
video chunks. We then evaluate our tool with eight professional
video editors to learn how a chunking-based approach could be
incorporated into video editing work�ows.

CCS CONCEPTS
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1 INTRODUCTION
In the days of �lm editing, the cost of acquiring videos was far
higher, and therefore production teams were more selective in
what they captured. As digital cameras have increased the scale of
captured video, the organizational demands of video editing have
also increased. In order to produce a compelling, coherent narrative,
editors must watch hours of input footage and identify the most
relevant parts, which involves remembering the content, tone, and
quality of the inputs and the state of the current edit.

Building deep familiarity with the content through watching
and re-watching the videos can inform the writing and shaping of
the narrative, but simply keeping all of these moving parts in one’s
mind is a nearly impossible task [53]. The psychology literature
tells us that there is a limit to how much information people can
store in their working memory [45, 47, 48, 63]. One strategy for
extending human memory is through the technique of chunking,
which involves organizing raw information into logical groups that
reduce the number of distinct entities humans need to consider [43,
60]. This strategy has been explored across many di�erent types of
applications, including visual memory [45], verbal recall [6], and
games, such as chess [13, 26]. Our formative work indicates that
video editors also apply a form of chunking in the early stages
of editing (Fig. 2). They use textual representations, such as shot
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lists or transcripts, to identify relevant sections of video footage.
Then, as they make further editing decisions about the narrative
structure, they group clips according to themes and arrange these
sections in an intermediate text-only format called a paper edit.
Editors also group thematically-related sequences of clips into a
single timeline to create a stringout that they can watch and share
with collaborators for feedback. The paper edit and the stringout
organize the raw footage into candidate “chunks” that help editors
assemble a rough cut— i.e., a draft of the �nal edited �lm—without
having to keep every meaningful moment of footage in their minds.

Producing a paper edit and stringout and translating these inter-
mediate representations into a rough cut are time-consuming tasks
with existing editing tools. For scripted content, editors have to
repeatedly play di�erent video takes, or versions of the recording,
to pick the best performances that �t together to maintain a con-
sistent tone. For unscripted content, editors have to review large
amounts of footage to identify emergent themes and collect all of
the relevant clips. Existing tools do not represent footage at the
granularity of “chunks,” so editors have to manually scrub, playback,
trim, and label captured footage to create chunked representations
(i.e., paper edits and stringouts).

Our main insight leverages the observation that editors manage
the large space of potential editing decisions by focusing on group-
ing clips thematically. Inspired by the related notion of “chunking”
from the cognitive science literature, we call these thematic groups
of clips “chunks.” We focus speci�cally on video interviews: a partic-
ular type of video that is quite common across news, documentaries,
and even some scripted �lms, and we incorporate an understand-
ing of the way interviews are written, �lmed, and edited into the
design of our tool. While the content of video interviews varies
widely, the structure of an interview follows natural conversation.
We introduce ChunkyEdit, a tool that directly supports chunking to
facilitate early stage editing tasks by leveraging advances in content
understanding. Our work makes four main contributions:

(1) An automatic video segmentation and labeling pipeline for
video interviews

(2) Prompt engineering and algorithmic approaches for produc-
ing video chunks

(3) An interface that supports chunk-based editing
(4) An evaluation of how chunk-based editing may be utilized

by video editors

We demonstrate the e�ectiveness of our system by generating
video chunks for 12 interview videos (4-81 mins., 6-33 pairs of
questions and answers) and collecting feedback from 8 professional
video editors about how ChunkyEdit could �t into their existing
work�ows. Our work indicates that there are several potential ben-
e�ts to focusing on chunks. For example, chunking matches what
many experienced editors already do and helps them focus on high
priority parts of the videos. It can also facilitate the feedback and
review process with other stakeholders, such as clients and produc-
ers, in the early stages of video editing. Throughout the rest of this
paper, we motivate the design of ChunkyEdit through our review
of the video production literature and interviews with editors, de-
scribe the techniques that identify relevant chunks within video
interviews, and discuss how editors would incorporate ChunkyEdit
into their video editing process.

2 INTERVIEW EDITING BACKGROUND
To deepen our understanding of the interview editing process, we
conducted three one-hour formative interviews with professional
editors (FE1, FE2, FE3) and reviewed three video editing books [7, 21,
23] recommended to us by these editors. Each of our interviewees
has least 8 years of video editing experience producing interviews.
FE1 works on television documentaries, involving interviews with
on and o�-camera interviewers, FE2 produces employee pro�le
feature videos for a large company, and FE3 creates pro�les of
academic researchers at a university. Despite the di�erences in
the types of interviews the editors work on, we found common
themes, which we discuss below, in the challenges of assembling
video sequences and getting feedback on intermediate versions.

2.1 Conducting an interview
In a typical video interview, there is one interviewer and at least
one interviewee and at least one camera recording the conver-
sation. Even if the interviewer will not appear on camera in the
�nal edit, their voice asking the questions is recorded. All editors
(FE1-FE3) said that typically the interview questions are written
ahead of time. However, the interviewer will sometimes choose to
change the question order during the recording in order to make
the conversation �ow more naturally. The interviewer may also
reiterate a question to give the interviewee a chance to rephrase
their answer to make it easier to understand in the later edit (e.g.,
if the interviewee cuts o� their answer mid-sentence or phrases
something awkwardly) [7]. Interviewers may also ask follow up
questions to get the interviewee to elaborate upon an interesting
point. Repeated questions may appear at any point in the recording,
but follow up questions typically appear immediately after one an-
other. A good interviewer thinks about the �nal output edit when
writing and verbalizing the questions during the interview.

While in some cases the editor is involved in the interview ques-
tion writing and �lming, it is more common for the editor to receive
videos from other members of the production team. Current video
editing software does not organize videos by question, though this
is a common task for editors to do manually, which is particularly
challenging if they were not present for the interview recording. If
we take into account this structure during the editing process, then
we can help editors know where to focus their attention. Based on
this structure, we can incorporate the following design guidelines
into a tool to support editing interviews:

DG1 Organize interview by question: Make it easy to go
through the video by questions.

DG2 Group repeated questions: Allow editors to easily consider
answers to reiterated questions together.

DG3 Group follow up questions: Group follow up questions
with related questions to �nd similar content.

2.2 Creating a paper edit
Once an interview has been recorded, an editor begins the task of
editing the content into a watchable form. Sheila Curran Bernard,
an award-winning �lmmaker, states that there are two reasons to
edit an interview: “to focus information for placement in the best
possible location in your �lm’s story and to shorten it” [7]. Shortening
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one prime peanut every day, but 
then make sure that I'm also 
putting aside some for later for 
retirement. 

It turns out that eye contact is 
everything.

They make a connection and they 
go and they reach deep into their 
pockets, their bowls or their 
pantries, and they "nd whatever 
nuts they have.

00;00;15;23

00;00;27;21

00;00;55;03

b-roll:
squirrel 
on tree

a-roll

a-roll

Plan video 
capture

Record input
videos

Peanut Interview Questions

1. How do your train humans to hand feed?

2. Were you nervous about getting so close?

3. Does anyone in your group have a peanut 
allergy?

4. How do you decide which ones to hide for 
later?

5. Have you ever thought of trying some jelly 
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Figure 2: The editing process begins far ahead of placing videos on a timeline. A video creator �rst plans for video capture,
often producing artifacts like a shot list or a set of interview questions. Next, they record their videos and import these into
video editing software, manually grouping clips into folders called bins based on low-level metadata, such as the camera or
recording location. Then, they start the process of breaking down the larger video editing task into individual editing decisions
(purple region) by watching and identifying relevant clips and creating intermediate editing formats, such as a paper edit and a
video stringout. These are critical organizational steps toward assembling a full edited sequence for a rough cut.

is a particularly important part of the process, as “a person will talk
to you for 10 minutes, an hour, or maybe two or three hours, and you’ll
end up using only a few bites at most” [7].Many editors, including
FE1, produce what is called a paper edit, which involves using
transcripts to make content selections. The paper edit typically
includes a description of the visuals that will appear, a transcript
selection, and some timing information from the videos. Producing
a paper edit can be an important part of helping the editor discover
what content is within the videos and carve out the structure of the
edit. Editors typically create paper edits in document editing tools
that are separate from the video editing software. The importance
of creating paper edits leads to the following design goal:

DG4 Help editors generate a paper edit: Make it easy to gather
and label selected parts of an interview.

2.3 Building video sequences
Professor of video production Donald Diefenbach highlights one
of the main challenges of the early stages of editing: managing the
large scale of the input footage: “The permutations of constructing
the order and duration of shots in a program are virtually in�nite,
and there is no single best way to build a visual program” [21]. In
practice, most early editing passes involve working at the line or at
minimum the sentence level. Bernard says, “Don’t make the editor
crazy by cutting out every third word and expecting her to construct
a sentence or a paragraph out of the bits and pieces” [7].

To help manage the large volume of input footage, editors typi-
cally focus on generating sequences, which are distinct sub-parts
of the overall edit. FE2 and FE3 said that they typically build these se-
quences in order, grouping clips thematically as they work through
the footage in its original order. FE1, however, typically starts with
the part of the interview that is most interesting or central to the
story and then continues building out thematic sequences, using
the transcript to �nd related parts in various sections of the input
videos (Fig. 3). Editors will sometimes color code these di�erent se-
quences or make some notes in a document to describe the themes.
However, building sequences is hard with existing tools because
editors have to manually identify key themes and then �nd all of
the relevant clips for each theme. The labeling strategies editors
use lead to the following design goals:

DG5 Group clips thematically: Help editors identify and label
themes in videos.

DG6 Identify central parts of the interview: Help editors focus
on the main topics in interviews.

DG7 Support line level cuts: Help editors work at a coarse level
of granularity in early edits.

2.4 Creating shareable stringouts
An important part of the editing process is eliciting feedback from
fellow members of the production team. These “screenings” can be
highly informal, such as having a fellow editor stop by the editing
room as an editor is working, or formal events with test audiences.
All of our editors, FE1-FE3, mentioned the challenges of knowing
what to show to best re�ect their progress and give a sense of
what the �nal edit will look like. One common strategy for early
stage screenings with other members of the production team is
showing several potential sequences that will appear in the �nal
edit. Bernard suggests including “moments that a�ect you in some
way, whether emotionally or intellectually. Look for scenes and
sequences that can play on their own and interview bites that seem
strong and clear” [7]. FE3 echoed this sentiment, often showing
highly emotional and surprising aspects of the future �lm during
the early screening sessions. This editor typically collects these
sequences along a single video editing timeline in what is called a
stringout and plays these di�erent sections to get feedback. The
stringout helps editors make progress toward a rough cut. Bernard
de�nes a rough cut as “a draft of your �lm that is signi�cantly longer
than the �nal show will be. But your general story and structure are
in place, and you have some, if not all, of your elements on hand.
The rough cut stage is often the best time to reassess major issues of
story and structure and experiment with alternatives; this becomes
more di�cult as the �lm is �ne tuned” [7]. Karen Everett, a �lm-
maker and documentary editing consultant, advises �lmmakers
to “establish your �lm’s storytelling grammar” through the use of
placeholders for any content that is missing or temporary in the
screening version and providing a transcript for attendees so they
can follow along and make notes [23]. Therefore, in screenings
editors will sometimes add titles and temporary b-roll (i.e., video
and images that help illustrate the narrative but are not the main
video) or graphics to edited chunks to give a �avor of what the �nal
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Figure 3: FE1 shared an image of their Adobe Premiere Pro timeline for a recent project. They arranged clips, grouped
thematically, back-to-back on a video timeline, to produce a stringout.

stylistic elements will be. Based on this information about creating
shareable content, we �nd that the following guidelines would be
helpful for editors:

DG8 Produce stringouts: Produce intermediate formats that can
easily be shared during a screening.

DG9 Provide placeholders for content: Make it easy for editors
to add temporary content, such as b-roll.

Based on these insights from our review of interview editing books
and our conversations with editors, we built ChunkyEdit to facili-
tate the early parts of the editing process.

3 RELATEDWORK
Our work builds upon prior work that uses computation to help
people more e�ectively and e�ciently edit videos across a range
of domains. We �rst review related tools and techniques for edit-
ing and reviewing video footage and discuss prior work in other
applications of topic modeling, which is the main computational
technique ChunkyEdit uses for producing video chunks. Then, to
connect video editing and the notion of chunking from the cognitive
science literature, we provide an overview of chunking.

3.1 Tools for video editing and review
Prior work has introduced a wide range of techniques for au-
tomating the editing of videos across di�erent domains, includ-
ing unscripted meetings and social gatherings [4, 64], advertising
videos [16], video montages, [67], narrated videos [65], physical
demonstration and tutorial videos [14, 15], scripted conversational
scenes [37], crowdsourced concert videos [59], and horror movie
trailers [62]. While some of these computational video editing tools
(e.g., [5, 50, 55]) take a data-driven approach to making editing
decisions, others manually encode heuristics speci�c to their appli-
cation domain to make editing decisions. For example, Leake et al.,
2017 [37] use cinematographic idioms, such as showing the visible
speaker, to guide the editing of conversations; Arev et al., 2014 [4]
use saliency to guide shot selection in social videos; Girgensohn et
al., 2000 [24] use manually encoded rules for shot length, camera
motion, and brightness to select suitable clips; Huber et al., 2019

use keywords to guide the selection of b-roll video in narrative
videos [31]; Davis, 2003 [19], Scho�eld et al., 2015 [59], and Kim
et al., 2015 [33] use video templates to guide shot capture and se-
lection. Many of these tools, including Silver [10], SceneSkim [51],
and QuickCut [65], utilize transcript-based interfaces for connect-
ing the content within spoken audio in the video. Like these other
tools, ChunkyEdit encodes domain-speci�c rules into the editing
process and uses a transcript-based approach to editing. However,
it focuses speci�cally on interviews, which are unscripted dialogue-
based videos that appear in a wide variety of output video formats.
By supporting exploration of thematically related questions and
answers in the transcript, ChunkyEdit provides specialized sup-
port for interview editors beyond what general-purpose timeline
or text-based video editing tools provide.

While many tools focus on helping an editor assemble video
sequences, several systems have focused on evaluating input videos
automatically for common issues, such as visual continuity [54]
and stability [28]. Video Lens [40] helps users visualize and explore
collections of videos and video metadata. Others have focused on
more social and collaborative aspects of the video making process,
such as building interfaces to support video review and feedback [46,
52]. Likewise, several commercial tools, such as Frame.io [1], focus
on collaborative video editing and review.While ChunkyEdit shares
a similar goal of improving the intermediate stages of the video
editing process and facilitating video review, it does so through the
creation of labeled video chunks, rather than a complete edit.

3.2 Human-in-the-loop topic modeling
Topic modeling, which involves identifying common themes within
text documents, has been applied to texts across a wide range of
domains and remains an active area of natural language processing
(NLP) research [18].While topicmodeling is often used to categorize
large collections of static documents, it has also been used in closer-
to-real-time scenarios, such as taking notes and organizing meeting
agendas [11] and annotating and visualizing social media data [17].
Most topic modeling methods are fully automatic, and this can
create situations in which the resulting topic clusters are hard
for people to understand and label [12, 44]. Human-in-the-loop
and interactive topic modeling allow users to iterate on the set of
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chosen topics, which can make the resulting text groups and their
labels easier to understand [29, 30, 32, 38, 61]. Recent work has
explored using large language models, such as ChatGPT, to help
domain experts label clusters [57]. ChunkyEdit is inspired by these
combinations of automatic and human-in-the loop topic modeling
approaches. It presents users with a range of topic modeling criteria
based on the interview questions and answers and allows users to
adjust the names and composition of topic chunks.

3.3 Chunking
The notion of chunking has been studied in the psychology and
cognitive science community in the context of a wide range of
applications, such as problem solving [20, 36] and perception and
memory tasks [26, 43]. Chunking describes how people break down
a stream of information into manageable size units of information
and use this structure to process information e�ectively [26]. A
chunk can be described as “a collection of elements having strong
associations with one another, but weak associations with elements
within other chunks” [26]. Chunking can be ‘goal-oriented,’ involv-
ing a conscious e�ort to break down a problem or ‘perceptual,’
involving a more automatic process [26]. Prior work in the HCI
community has explored how to identify cognitive chunks from
user interface usage patterns [58] and how to use the idea of chunk-
ing to bridge the gap between novice and expert user patterns in
user interfaces [9]. To our knowledge, chunking has not been stud-
ied in the context of video editing, though it has been explored in a
number of other similar communication and creative tasks, such as
teaching communication skills [8], learning sequences of facts [34],
remembering symbolic drawings [22], and free-hand sketching [39].
In this work we explore how incorporating chunking into the video
editing process can facilitate the production and sharing of interme-
diate video editing steps. Our approach of breaking down editing
into smaller decisions and helping editors structure their thinking
is inspired by the notion of chunking in the psychology literature,
and we use the term “video chunks” to describe the collections of
thematically grouped video clips.

4 UI OVERVIEW
The goal of ChunkyEdit is to identify a set of thematic chunks
within an interview video and allow editors to iterate on these
selections as they work toward a rough cut. The ChunkyEdit UI
(Fig. 4) has two main panels for editing and reviewing and then
allows the user to export a paper edit or stringout for further editing.

4.1 Editing panel
Users begin by uploading their video, which is automatically tran-
scribed. In the main Editing Panel (Fig. 4a) users see a large video
player, which allows them to watch the input interview video. They
can optionally toggle the show video button to o� (Fig. 4b) to sup-
press the video if they want to focus on producing a text or audio
edit without being distracted by the video playback. Below the
player is the the full interview transcript (Fig. 4c). The interview
transcript is automatically divided into questions, highlighted in
gray, and answers, which appear in white (Fig. 4d). The user can
click any of the words within the transcript to jump to the cor-
responding part of the video. Colored labels indicate an answer’s

membership in that automatically labeled chunk based on the cur-
rent chunking strategy (Fig. 4e). Users can remove a particular
chunk label by clicking the ‘x’ button within the colored label.
Users can manually add a particular answer to an existing chunk
label by clicking the ‘add to existing chunk’ button. They can also
initiate a new chunk by clicking the ‘new chunk’ button next to an
answer. They will then see a text box that allows them to enter the
name of that chunk. The editing panel also has a search bar that
allows users to search the content of the transcript for relevant sec-
tions (Fig. 4f). After searching, an ‘add topic chunk’ button appears,
which allows users to create a new chunk with the name of the
search term as the label and the most relevant interview answers
as initial members of the chunk.

4.2 Review panel
In the Review Panel (Fig. 4g) users can use the chunking dropdown
to select whether to chunk by question or answer (please see Sec.
5.2 for more details about these methods). Using the ordering drop-
down, they can also select the ordering within the chunks, either by
relevance or their original ordering within the interview recording
(Fig. 4h). Each of the chunks for the chosen parameters appears
highlighted in a di�erent color (Fig. 4i). Users can click the ‘play
chunk’ button to play a particular chunk in the main viewer in the
Edit Panel. They can remove a particular answer from the chunk by
clicking the ‘remove from chunk’ button or delete the entire chunk
by clicking the trash can icon. They can also delete entire chunks
(Fig. 4j) if the editor does not think they would be useful to the �nal
edit. While deleting a chunk removes it from the review panel, the
chunk remains available should the user want to revisit it later.

4.3 Placeholder B-roll
In order to support the ability of users to place temporary b-roll
videos or images, ChunkyEdit provides a panel for uploading and
labeling these assets (Fig. 4k). Users can add a placeholder image
or upload their own media �le. Users are asked to provide a brief
description of what topic the video or image is related to, which
the system uses to suggest placement within an existing chunk.

4.4 Export
After �nishing the chunking process in the tool, users can export
their chunks (Fig. 4l) in two di�erent types of outputs that support
di�erent video editing work�ows and potential collaboration meth-
ods. The paper edit produces a formatted PDF document with the
chunks, their transcript segments, and the corresponding timecode
(Fig. 1, middle). The EDL output generates an editing decision list
�le for the stringout that places the corresponding clips in each
chunk on a timeline with a two-second gap between each chunk.
Any chunks that the user deleted in the UI are placed at the end of
the timeline so that they can be retrieved easily if the user decides
to add them back. This EDL �le can be opened in many common
video editing programs, such as Adobe Premiere Pro, Avid Media
Composer, and Final Cut Pro (Fig. 1, right). Users can then rear-
range the chunks on the timeline, extend or trim clips, and make
any additional edits as normal in their video editing program.
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Figure 4: The ChunkyEdit UI has two main panels: the Editing Panel (a) and the Review Panel (g). The Editing Panel displays
the video (b) and the full transcript (c), which comprises question and answer pairs (d). It also shows the chunk labels (e) and
allows for adding new chunks, adjusting chunk membership, and searching the transcript (f). Chunks are displayed, each in a
di�erent color. Users can view di�erent chunking and ordering methods (h), and play, edit, or delete chunks (i). Deleted chunks
(j) remain available for re-use. Users can try out temporary b-roll (k) and export a paper edit or stringout (l).

5 IMPLEMENTATION
ChunkyEdit creates and presents video chunks through a web app
to support the design goals discussed in Sec. 2.

5.1 Pre-processing & Segmentation
We �rst obtain a verbatim transcript of the text spoken by the inter-
viewer(s) and interviewee(s) using the Speechmatics API [2]. We
obtain word-level timings and speaker diaritization results, which
assign speaker labels (e.g., ‘speaker 1,’ ‘speaker 2,’ etc.) to each word.
This speaker assignment is based entirely on the audio di�erence
between the speakers, as often in interviews the interviewer does
not appear on camera and only their voice is captured.

Early in the editing process, editors typically work at a relatively
coarse level of granularity (Design goal 7)(for more information,
see Sec. 2.3). For our initial chunk generation, we split clips accord-
ing to each speaker’s turn either asking or answering a question
or making a statement (Design goals 1, 6, and 7). This typically
corresponds to a question from the interviewer and an answer from
the interviewee. While there can be additional people in these two

roles, in this section we discuss our methods using the common
two-person case for a single video. Questions and answers can
range in length from a couple of words to several sentences. We
automatically assign the speaker with the most words to be the
interviewee, as typically the interviewee speaks longer than the in-
terviewer. We call what the interviewer says a “question” regardless
of the grammatical structure of the spoken line. Each of our chunk-
ing approaches described below automatically produces groups of
question-answer pairs.

5.2 Chunking
We focus our e�orts on two common strategies for organizing
interview video footage: 1) grouping according to the interviewer’s
questions and 2) grouping by topics in the interviewee’s answers.
Question-based chunks are ordered based on their order within
the input recording (Design goals 1, 2, and 3), and topic-based
chunks are ordered according to their prominence within the entire
interview transcript (Design goal 6). We provide an overview of
these methods in Table 2, and in Sec. 6 we evaluate the trade-o�s
of these di�erent chunking methods.
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Q1: Can you tell me more about your childhood?
A1: I was born and raised in New York City and was a real city kid...

Q2: What was it like being a kid in such a big city?
A2: Being a kid in New York was great. I loved the parks, ...

Q3: What does your day-to-day job look like?
A3: Every day looks di!erent. Most days I start by checking email...
Q4: What encouraged you to join the leadership program? 

Q9: What does a typical day look like for you? 
A9: There is no typical day. And that’s what I love. Some days ...

A4: I remember what it was like to be a young consultant and...
...
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(a) Chunking by question (b) Chunking by answer

Q1: How did you know you wanted to be a park ranger?
A1: I just always loved working with people and being outside...
Q2: What are the main job responsibilities?
A2: It’s interacting with the public and teaching them about nature ...

Q11: Is there a community among rangers? 
A11: Yes, we’re one big family. It’s your chosen family ...

Q19: Would you ever consider doing anything else? 
A19: I have grown to love and cherish the family I found here ...
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Figure 5: ChunkyEdit supports grouping interview question-answer pairs by either similar questions (a) or answer themes
(b). For question-based chunking (left), Question 2 (Q2) is a follow-up question to Q1 so it is grouped in the same chunk. The
interviewer re-asks Q3 in Q9, which comes quite a bit later in the conversation. Despite this separation, ChunkyEdit groups
these related questions. For answer-based chunking (right), A1 and A2 discuss similar themes of working with the public
and being outside in nature so they are grouped in the same chunk. A11 and A19 both discuss �nding family among the
interviewee’s coworkers and are also grouped, although these answers do not appear sequentially in the original recording.

5.2.1 Chunking by question. An interviewer typically asks ques-
tions based upon a list of pre-written notes or questions. However,
in practice interviewers often deviate from the written wording
of these questions, change the order of the questions based on
the natural �ow of the conversation, and add, remove, or reword
questions to get interviewees to elaborate on what they are saying
(please see Sec. 2.1 for more detail about conducing an interview).
Two common scenarios are follow-up questions (Design goal 3) and
reiterated questions (Design goal 2).

Based on the questions voiced in the interview, we identify
follow-up questions, which are questions that ask for additional
detail about a previously discussed topic but may themselves lack
enough detail or context to stand alone (e.g., a question may be
“What was it like growing up in Montana?” and the follow-up may
be “Was it cold?” Identifying follow-up questions is a relatively
under-explored area of NLP research [35], but empirically we �nd
that GPT-4 [49] does a good job at this task. Therefore, we use
GPT-4 to identify follow-up questions using the following prompt:

You are a chatbot. You will answer whether the cur-
rent question is a follow up to the previous question
with a YES, NO, or UNCERTAIN response. The previ-
ous question is: <QUESTION>. The current question is:
<QUESTION>.

To capture reiterated questions, we compare the similarity of
each question in the transcript using Sentence-BERT [56] embed-
dings and the built-in semantic similarity utility function. This re-
turns a similarity score scaled 0 to 1. We group all question-answer
pairs with questions with a similarity score above 0.5 into the same
chunk and add all previously found follow-up questions regardless
of similarity. We then prompt GPT-4 [49] to provide a summary of
the questions in the same chunk, using the following prompt:

Paraphrase the following questions into a single ques-
tion: [<QUESTION0>, <QUESTION1>. . . ].

This paraphrased question becomes the label for each chunk, which
comprises the question-answer pairs associated with this label. Ev-
ery question-answer pair is assigned to a single chunk. Because not

every question is a follow-up question or similar to other questions,
in some cases a chunk will only have one member whose label is
the original question.

5.2.2 Chunking by topic. We identify themes that emerge in the
interviewee’s answers by grouping text by topic in the transcript
(Design goal 5). Grouping text by topic through topic modeling
and text clustering is an active area of research within the NLP
community [18]. Grouping or clustering parts of text documents
by similarity is one task, and another, sometimes separate task, is
providing labels for these groups of text. While there are many
di�erent approaches to topic modeling, the domain of editing video
interviews poses a few particular challenges, including having rela-
tively short texts (i.e., the number of words in a given interview is
small relative to the large text corpora common in other NLP tasks).
Given the relatively small size of each “document,” i.e., interview
transcript, we explored the following three methods of grouping
interviewee answers by theme and providing semantically mean-
ingful labels for each cluster:

GPT-4 clustering + labels (Answer 1): Our �rst approach to
chunking by topic involves using GPT-4 [49] for both clustering
and topic labeling. To obtain the topic labels and groups, we used
the following prompt:

You are presented with an interview, which includes
pairs, each consisting of a question and an answer. The
collection is presented in JSON format with the name
of the pair as ?08AG with x being the id of the pair.
Your task is to �nd the main topics across the interview
and the most similar pairs to each topic. Provide your
response as a JSON object with the following schema:
C>?82 :< C>?82 >, ?08A83B :< [83G] >. The interview is:
<INTERVIEW>. Please �nd at most 10 topics in the in-
terview above. Pairs can be assigned to multiple topics.
The topics should be in the form of a JSON as shown
above.



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Leake and Li

Video Question Answer 1: GPT-4 Answer 2: Hybrid Answer 3: Keyword

CF

1) What clubs, organizations, and teams
were you involved in, including any po-
litical or energy e�ciency activism?

1) Choosing Smith
College
2) Clubs,
organizations, and
activism

1) College experience
and personal growth
2) Environmental
activism and campus
issues

1) Smith College
2) Campus

LR

1) What is the balance between gathering
and hoarding materials, and how many
quilts have you made and given away?

1) Fabric hoarding
2) Quilting as an art

1) Quilting and
sharing on Instagram
2) Quilting and fabric
hoarding

1) Quilting skills
2) Sewing fabric

RN

1) Can you discuss your experience at
Stanford, including your background, the
climate for kids of color, involvement in
Asian-American organizations, and how
your relationship with the community
evolved over time?

1) Asian-American
community and
activities
2) Student
organizations and
unity

1) Asian-American
identity and activism
2) Building
Asian-American
community

1) Silicon Valley
2) Asian-American
community

Table 1: For three videos in our dataset (CF, LR, and RN), we show one example of the Question label and two label examples
for the other three methods. While the topics of the labels are often similar across di�erent methods, the labels vary in length
and speci�city. Question labels tend to be very long, while keyword labels are very short.

In this approach a single question-answer pair can be assigned to
zero, one, or multiple chunks.

Sentence embedding clustering + GPT-4 labels (Answer 2):
Our second approach uses a combination of text embedding, clus-
tering, and GPT-4. First, we use Sentence-BERT [56] to embed
the interview answers. Then we use UMAP [42] pre-processing
to reduce the dimensionality of the embedded text data and HDB-
SCAN [41], a density-based clustering method, to perform cluster-
ing. For both algorithms we use the default parameters, except re-
ducing n_neighbors from 15 to 2, to emphasize more local structure
within the text embeddings by considering smaller neighborhoods
when assigning clusters. Each resulting cluster has a numerical
label, but no semantic label is provided. After �ltering out the out-
lier cluster, which is indicated by a label of �1, we then use the
following GPT-4 [49] prompt to label each of the resulting clusters:

You will be given a list of text strings clustered by topic.
Your task is to provide 1-5 words to describe the topic.
Here is the list: [<ANSWER0>,<ANSWER1>,. . . ]

Using this approach, every question-answer pair can be assigned
to only a single labeled chunk or the group of outliers, which is not
labeled or included in the �nal set of chunks.

KeyBERT clustering (Answer 3): Our third approach to topic
modeling uses KeyBERT [27] to extract the most central topics
within all of the answers �rst and then groups the answers accord-
ing to their similarity to these main topics. First, we use KeyBERT to
extract the top 10 most central n-grams, each containing 1-5 words.
We then use the Sentence-BERT [56] semantic search function to

Method Text Cluster Label Assignment

Question Question GPT-4,
SBERT

GPT-4 1

Answer 1:
GPT-4

Answer GPT-4 GPT-4 0, 1, 2+

Answer 2:
Hybrid

Answer UMAP,
HDB-
SCAN

GPT-4 0,1

Answer 3:
Keyword

Answer SBERT KeyBERT 0, 1, 2+

Table 2: ChunkyEdit provides four di�erent chunking meth-
ods, which each use di�erent strategies for creating and la-
beling the chunks. The �rst (Question) focuses on grouping
similar and follow up questions, and the other three (Answer
1-3) focus on common themes in the interviewee’s answers.
The choice of chunking strategy a�ects whether a question-
answer pair can be assigned to 0, 1 or multiple chunks.

�nd the top n most similar interview answers to each keyword
to produce chunks above a similarity threshold of 0.2. Using this
approach a single question-answer pair can be assigned to zero,
one, or multiple chunks, but the number of chunks is �xed at 10. As
this method is the only non-GPT method ChunkyEdit supports, the
system defaults to this keyword-based approach if GPT-4 returns
results that do not match our schema.
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5.3 Temporary B-roll placement
ChunkyEdit provides a panel that allows users to attach temporary
b-roll images or videos to particular chunks (Design goal 9). Users
can select a solid gray placeholder image or upload their own media.
The user provides a short text label for each image or video, and then
ChunkyEdit �nds potential chunks associated with that label. We
use Sentence-BERT’s semantic search utility function to compare
the user-provided text label and all of the question and answer pairs
in the transcript. The temporary b-roll is assigned to the top-3 most
similar chunks with at least a similarity score of 0.2, but the user
can adjust this assignment in the UI.

6 RESULTS
We tested ChunkyEdit with 12 di�erent video interviews (4-81
mins. in length, mean=43min.) from a range of publicly available
video repositories fromuniversities and public broadcasting stations
(Table 3). These videos included oral histories and documentary
interviews in a variety of formats, including live recordings and
recorded Zoom calls.

Each of the di�erent chunking methods can result in chunks of
di�erent sizes. The average number of chunks across the 12 videos
varied from 2.92 for the Answer 2 method to 10 for the Answer 3
method (Table 3). For example, for video RN, the Answer 2 method
produced 3 larger chunks, but the other three methods produced
9 or 10 smaller chunks. Qualitatively we observe that these labels
for larger chunks are more vague (e.g., “building Asian-American
community” for Answer 2 vs. “What are your most memorable ex-
periences with ASA?” for the Question method). We see the greatest
variance in the number of chunks for the Question method, where
the total number of chunks for a particular video varied from 1 large
chunk to 12 smaller chunks. Videos with fewer question chunks
indicate that the interviewer was asking many similar questions
or follow-up questions, while a larger number of chunks indicates
that the interviewer asked about a broader range of topics. For
example, in the LW example, the interviewer’s questions focused
very narrowly on an instructor’s experience teaching a class and
included many related and follow up questions (e.g., “What do you
think are the most di�cult aspects of teaching or discussing Abo-
riginal issues?” and “So when you were in one of those situations,
what was your response at the time?”). Using the Question method,
ChunkyEdit grouped all of these similar questions for LW into a
single chunk (Table 3).

In addition to di�erences in the number of chunks and the aver-
age chunk size, there are also di�erences in the length and speci-
�city of the chunk labels. While Answer 3 chunk labels tend to be
short 1-5 word phrases with relatively little context (e.g., “campus”
for CF), the Question labels are longer (e.g., “What clubs, organi-
zations, and teams were you involved in, including political and
energy-e�cient activism?” for CF) (Table 1). Both the Answer 1 and
Answer 2 methods typically provide label phrases that are a few
words each (e.g., “Clubs, organizations, and activism” and “Environ-
mental activism and campus issues”). Despite these di�erences in
length, each of the labels provides a summary of the content within
the chunk, and each may be appropriate for di�erent projects. In
our user evaluation (Sec. 7.1.4), we further discuss the number of
chunks and the types of labels editors �nd useful.

6.1 Chunking evaluation
To evaluate the performance of our four interview chunking strate-
gies, we focus on two questions: 1) how coherent is the dialogue
within a chunk? and 2) how well does the assigned label describe
the chunk? Evaluating the quality of clustering outputs computa-
tionally is known to be a complicated task with many trade-o�s
between di�erent evaluation strategies [3]. These evaluation strate-
gies typically focus on examining the intra-cluster and inter-cluster
distances to assess the coherence of each cluster and the separation
between di�erent clusters. We evaluate our chunks using both inter-
and intra- cluster distance metrics and human input.

6.1.1 Distance-based evaluation. To evaluate chunk coherence us-
ing distance-based metrics, we embed all of the text using Sentence-
BERT [56] and compute all intra-cluster and inter-cluster distances
using Euclidean distance.

Cluster coherence: We calculate the Calinski-Harabasz (C-H)
index, which compares the ratio of the inter-cluster distances to the
intra-cluster distances. For this criteria, higher C-H scores indicate
better clustering, as this corresponds to chunks that are more tightly
de�ned. We �nd no signi�cant di�erences across the four chunking
methods due to high variance in the CH-indices across projects
(Table 3) (� = 1.04, ? > 0.05).

Cluster label similarity: To evaluate the quality of the chunk
labels, we calculate the average similarity between the assigned
label for the chunk and each of answers in the chunk using the
SentenceBERT [56] semantic similarity utility function. Similarity
scores range from 0 to 1, with scores closer to 1 re�ecting greater
similarity. Although the Question labels tend to be far longer than
the other methods, particularly Answer 3 (Table 1), we �nd no
signi�cant di�erence in the average label similarity for the di�erent
methods (Table 3) (� = 0.41, ? > 0.05).

6.1.2 Human annotator evaluation. In addition to our distance-
based evaluation, we also evaluated chunk coherence and label
quality using human raters. We recruited 12 participants (6 female,
6 male, mean age = 40) on Proli�c whose �rst language is English.
We asked them each to rate on a scale of 1-7 the coherence of the
text chunks and how well the chunk labels describe the chunks.
For each of the two tasks, we presented each annotator with 12
examples, generated from three di�erent randomly selected videos
(CF, RN, LR) using our four di�erent chunking methods (Table 1).

Overall the annotators rated the chunk coherence and label qual-
ity highly, particularly for the three non-keyword based methods.
They indicated that Answer 1 and 2 produced the most coherent
chunks (median=6), followed by Question (median=5), and Answer
3 (median=4). A Kruskal-Wallis test indicated signi�cant di�erences
in chunk coherence among these di�erent methods (� = 18.9,
? < 0.01), and a post-hoc Dunn’s test indicated there were signi�-
cant di�erences between the Answer 1 and Answer 3 methods and
the Answer 2 and Answer 3 methods and no signi�cant di�erences
between the other pairs of methods. Annotators also indicated
that the Question and Answer 1 and 2 methods produced very
relevant labels (median=6), while the Answer 3 method provided
lower quality labels (median=3). A Kruskal-Wallis test found signif-
icant di�erences among these di�erent topic modeling approaches



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Leake and Li

Video # QA
Pairs

Dur.
(min)

Question Answer 1: GPT-4 Answer 2: Hybrid Answer 3: Keyword
# Chunks CH Label # Chunks CH Label # Chunks CH Label # Chunks CH Label

CA 27 55 12 4.16 0.25 9 11.41 0.36 4 16.72 0.39 10 23.18 0.31
CB 23 58 5 4.37 0.31 10 368.77 0.37 2 14.71 0.35 10 18.76 0.46
CF 29 19 6 2.50 0.43 10 21.97 0.37 4 26.45 0.40 10 32.37 0.42
CH 9 25 1 SC 0.46 8 0.02 0.33 2 28.35 0.42 10 MC 0.36
ER 33 81 8 3.12 0.39 10 24.50 0.34 7 21.55 0.45 10 34.66 0.33
KH 21 67 10 8.18 0.39 10 23.67 0.39 3 9.37 0.52 10 9.44 0.43
KS 8 35 7 7.15 0.36 9 MC 0.28 2 7.16 0.46 10 MC 0.43
LR 11 10 7 4.82 0.45 10 4.57 0.57 2 39.26 0.52 10 0.41 0.55
LW 14 56 1 SC 0.60 10 0.90 0.47 2 11.88 0.55 10 2.07 0.58
MS 6 4 4 3.94 0.42 8 MC 0.50 1 MC 0.34 10 MC 0.36
RN 24 67 9 3.28 0.35 10 1.80 0.40 3 34.05 0.39 10 17.30 0.41
SF 18 38 1 SC 0.42 9 6.01 0.47 3 15.13 0.42 10 14.00 0.31

Avg. 19 43 5.92 4.61 0.40 9.42 46.36 0.40 2.92 20.42 0.44 10 16.91 0.41
Table 3: We used ChunkyEdit for 12 di�erent projects with a range of topics and numbers of question-answer (QA) pairs. The
number of chunks varied across the di�erent methods for each project and resulted in varying levels of coherence, as indicated
by the C-H scores. However, the average similarity between the labels and the clusters (Label) remained relatively consistent
across the di�erent methods. Any chunkings that resulted in a single chunk are denoted with SC, and any chunking methods
that produced multi-chunk assignments are marked withMC.

(� = 20.6, ? < 0.01). A post-hoc Dunn’s test indicated there were
signi�cant di�erences between the Answer 3 method and each of
the other three methods and no signi�cant di�erences between the
pairs of other methods.

6.1.3 Evaluation conclusions. Our distance-based methods indi-
cated no signi�cant di�erences among the four methods in terms of
chunk coherence and label relevance. However, human annotators
found that while three of the methods performed similarly, the
Answer 3 (keyword) method produced signi�cantly worse results.
The three higher performing methods all use GPT-4 to label–and
in some cases–group the chunks, but they each result in di�erent
numbers of chunks and di�erent labels. ChunkyEdit exposes all
of these di�erent chunking methods in the UI to allow users to
determine which chunking works best for a particular video. In the
next section, we discuss additional feedback from users about these
chunking mechanisms in the context of the ChunkyEdit tool and
video editing more broadly.

7 USER EVALUATION
In our user evaluation, we focused on learning more about how
professional video editors organize and assemble their videos in
the early stages of the editing process, collected feedback on the
ChunkyEdit prototype, and learned about how chunk-based video
editing tools could be used by editors.

Participants: We recruited 8 professional video editors on UserIn-
terviews.com (Table 4). Participants (5 men, 3 women, aged 27-55)
had 7-20 years of editing experience. Three are freelancers who run
their own companies (E3, E4, E7), three work for a small company
(E2, E6, E8), and two work for large media organizations (E1, E5).

Participants E1 and E5-8 regularly use text-based video editing fea-
tures (e.g., the text panel with automatic transcription in Premiere
Pro). Our study protocol underwent an organizational approval
process, and our participants were compensated $1 per minute.

Study format: All participants completed a one-on-one 60-90
minute virtual study session. We asked participants to discuss their
current video production work�ow for editing interviews. We then
showed participants the ChunkyEdit interface and demonstrated
the main features. Participants E1-E5 chose one or more videos to
work with from our 12 sample videos (Table 3), and participants
E6-E8 were each asked to provide their own input interview video
(Table 5). E6 provided a 37-minute video about an adoption agency,
E7 provided a 44-minute interview with a plant shop owner, and E8
provided a 9-minute interview with a music store employee. All par-
ticipants then used ChunkyEdit to explore and organize the footage
to produce a �nished 2-5 minute interview pro�le. When they were
done creating chunks, participants exported their chunks to an EDL
�le, opened them within an existing video editing program, and
discussed how they would then proceed with their video editing
process. E6-E8 were given an extra 30-minutes to further re�ne
their ChunkyEdit stringout into an early rough cut in Premiere Pro.

7.1 User evaluation results
Participants noted that ChunkyEdit could be useful for a wide range
of projects. E3 said, “There was a documentary I was working on,
and there was a lot of interviews. I think this type of interface would
de�nitely have been helpful to me. . . It gives you a bird’s eye view of
what to cut out and what to leave in and how to make it �ow better.”
7 out of 8 participants said that they would be likely to use a tool
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ID Experience ChunkyEdit ratings
Years Software Company Editing experience Organized Focus Speed Control Share Use

E1 15 Avid, FCP, PrPro Large
Non�ction & �ction �lms

for non-pro�ts & companies
3 5 4 2 3 5

E2 20 FCP, PrPro Small
Senior editor; documentaries
& behind-the-scenes videos

4 3 5 1 3 5

E3 7 Avid, PrPro Free.
MFA in post-production;

YouTube & Instagram videos
4 5 5 1 5 5

E4 12 Avid, FCP, PrPro Free.
Edits short & long form

documentaries
5 3 4 1 4 5

E5 20 Avid, FCP, PrPro Large
Post-production supervisor

& editor; celebrity interviews
4 4 2 1 5 3

E6* 15 Avid, FCP, PrPro Small 3-7min pro�les for non-pro�ts 5 5 5 1 5 4

E7* 10 PrPro Free.
Short �ction & non-�ction

social interest �lms
3 4 5 1 2 4

E8* 20 FCP, PrPro Small Corporate pro�les 5 4 5 2 5 5
Table 4: Participants were professional video editors (7-20 years of experience) working at various sized companies. They have
a range of experiences editing di�erent types of projects. Participants were asked to rate (on a scale of 1=not at all to 5=very
much) how much they felt ChunkyEdit would help them feel more organized (Organized), focus on the relevant parts of an
interview (Focus), speed up the editing process (Speed), reduce creative control (Control), and help share intermediate edits
(Share). They were also asked to indicate how likely they would be to use ChunkyEdit in their editing work�ow in the future
(Use). *Note that E1-E5 edited with the 12 sample videos (Table 3), and E6-E8 provided their own videos (Table 5).

like ChunkyEdit if it were incorporated into an editing tool, such
as Premiere Pro, Avid, or Final Cut Pro in the future (median = 5/5).

7.1.1 Organizing footage. Participants said that ChunkyEdit would
be useful for helping to organize their videos (median = 4/5). E5
said that ChunkyEdit could be useful as both an organizational and
an assembly tool: “it’s more useful than the transcript alone, because
you get more use out of it with the tags and everything.” Several
editors (E1-2, E4, E6-8) saw potential in using the tool directly in
the ordering process to produce a stringout. E2 said that producing
stringouts is helpful for communicating with clients: “The client
will ask for select stringouts. . . they’re not gonna look at a transcript
and they’re not gonna watch the interview. So sometimes you’re just
playing selects for the clients to watch.”

7.1.2 Speeding up the editing process. 7 out of 8 editors indicated
that ChunkyEdit could help greatly speed their rough cut produc-
tion process (median = 5/5). E1 said that reducing the time to get to
the main editing process is crucial because “a lot of clients are very
conscious of the amount of editing hours that go into a project. . . if
we can already generate that raw stringout, then I’m already saving
myself a few hours potentially at that point. That would de�nitely be
really helpful at that point that I would be able to focus on the most
important parts, whether it’s something that I was selecting myself,
or if somebody else was reviewing and selecting it.” Although E2
thought that ChunkyEdit could help speed the editing process, they
said that they would likely still watch all of the input footage once
to get a sense of the person’s voice and tone of the overall piece. E2

said, “This [ChunkyEdit] is de�nitely a good starting place. Otherwise
I would be grouping it manually in the timeline, which seems more
time consuming than just exporting this and bringing it into Premiere.
Because even then, it’s going to have to be edited, right? But at least
it’s kind of done the work of an AE [assistant editor] basically. I would
probably trust this just as much as I would an assistant editor.” E5,
who rated the potential speed up the lowest (2/5) and was the least
likely to use ChunkyEdit in the future (3/5), said that they have a
work�ow they already like using that necessitates watching the
videos multiple times. While participants saw value in the time
savings ChunkyEdit could o�er, they also indicated that it would
not take away creative agency (median = 1/5, 1=‘not at all,’ 5=‘very
much’). E4 said, “It’s gonna really help familiarize yourself with the
footage too. So I think the longer you kind of are working on that, the
more it’ll speed up the process. It wouldn’t reduce the creative control.”
E7 said, “It’s like getting to the same type of process that I already
have, but just like in a quicker di�erent way.”

7.1.3 Communicating editing decisions. Many participants saw
value in the two currently supported export formats and also shared
suggestions for additional export functionality that would be use-
ful. E4 said that they thought that the paper edit produced by
ChunkyEdit could be useful for communicating editing decisions
with clients: “This [The paper edit] seems like actually it would
streamline the process for me a little bit, or at least put it in a way that I
could send clients.” E1 said that this process of producing a stringout
using an EDL could help producers working closely with editors:
“If I was providing all this footage to a producer and they don’t really
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have familiarity with an editing program, at least they would be able
to play things out themselves.” While several participants said that
they appreciated the universality of supporting the EDL format, E2
suggested also supporting XML formats, which work across editing
programs and provide access to more internal structure within the
editing program, such as video bins and markers.

7.1.4 Number of chunks. Several participants commented speci�-
cally on the appropriate number of chunks being selected. E4 found
that the chunking and color coding functionality of ChunkyEdit
closely approximated what they were already doing and indicated
the tool was providing a reasonable number of topics for the exam-
ples shown: “I think 2 to 10 is a pretty good ballpark. If I break it down
too much then that doesn’t seem to help at all.. . . If I was creating a
5-minute corporate ad for some business, I would get it broken down
probably into at least 4 to 5 di�erent topics or even maybe I’d say 6.
So I couldn’t see myself going over 10.” E8 had experience editing
a series of pro�le videos, taking 10-30 minute input video record-
ings and producing 2-minute outputs. They speci�cally noted that
each of the four chunking methods produced a similar number of
chunks to the number of topics they would consider for one of
these pro�les: “I think there were always six or seven general topics
that we covered and so that’s what I was always looking for. . . [in
ChunkyEdit] I think the number of clips is not overwhelming; it’s
not too short to where you feel like you don’t have enough; I like the
overall number per chunk and chunks." The four di�erent methods
suggested 3-10 chunks for E8’s provided video, and E8 chose to use
the method that started with 7 chunks.

7.1.5 Chunk label quality. For di�erent types of videos, editors
chose di�erent chunking methods. For the celebrity interviews E2
edits, each interviewee is asked similar questions, and they said
that question-based chunking would be particularly useful. Both
E7 and E8 were also particularly fond of the chunking by questions,
as it closely resembled their current work�ows. E7, who largely
edits content from other sources and is only present for a small
fraction of the interview recordings, said, “It does in some ways
mirror how I work with transcripts as is and in my paper edits."
Likewise, E8, who also mostly edits with unfamiliar content, said,
“The chunk by question – typically when you when you spit out your
�rst transcript; I mean that’s kind of what it looks like. So yeah,
de�nitely that feels natural to me. E6, however, preferred two of
the chunking by answer methods (Answer 1 and Answer 2). They
said, “I feel like [methods] one and two gave me a higher level, a
thematic view of the content, and that gives me a tool I didn’t have
when just looking at raw transcript.” E7, who also liked Answer 1
said, “These categories are generally helpful and even just kind of in
reminding myself what broad categories were in here.” E7 manually
renamed three of the suggested chunks from Answer 1. However,
they said that these manual labels were intended to provide notes
to themselves about the placement of the clips within the sequence
(e.g., “ending thoughts,”) rather than the topic, “I think the renaming
was less about oh, this isn’t accurate and more like I want to label this
to put at the end.” This indicates that even at this chunking stage,
the editor is considering future structuring and ordering decisions.
While ChunkyEdit allows users to manually rename or add topics
after generating chunks automatically, E2, E4, and E6 suggested the
ability to upload a set of topics that the client requested at the start.

7.1.6 Comparison with standard text-based editing tools and tran-
script. In the study sessions E6-E8 labeled their own videos in
ChunkyEdit and exported their stringouts to Premiere Pro for fur-
ther editing to produce an early rough cut. Editors E6-E8 are all
frequent users of the text panel in Premiere Pro, an automatic tran-
scription tool that became commercially available in early 2023.
All three editors gave feedback on the labeling methods and noted
speci�c bene�ts of chunking beyond just the transcript (please see
Appendix C for additional information). E6, who typically works
with non-pro�ts with small budgets, said that ChunkyEdit could
help reduce costs by allowing these clients to identify relevant areas
of the videos themselves, reducing the time the editor has to spend
on the project: “I think that’s really cool that you can empower a
non-editor to edit or at least to label and organize stu� and take all
the things that they don’t want and then let the editor edit. E7, who
views labeling the transcript as a central but tedious part of their
process, said, “I feel like I kind of chunk and categorize stu� just
like this already. I’ll make my own categories in a Google Doc and
copy and paste quotes around. Having some suggested categories [in
ChunkyEdit] could be helpful to review what’s in an interview and
give me a start because that feels daunting sometimes, particularly
in an interview.” E6 and E7, who both generated long stringouts,
mentioned liking having the same clip assigned to multiple chunks
sometimes in order to see and hear how a particular clip would
work in the context of di�erent choices of surrounding clips. E8
had previously worked on a series of interviews with a larger team
and said, “[ChunkyEdit] would have saved an enormous amount of
time at the company I worked for, had we been able to do this and
make an EDL and just have the editor jump right on it. I did 60 of
these videos for them, and this would have been so helpful.” E8 spent
15 minutes reviewing the chunks in the ChunkyEdit UI, opened
ChunkyEdit output EDL in Premiere Pro, and then produced a
1.5-minute shareable rough cut in under 4 minutes of editing time
(please see supplemental materials for the video).

8 DISCUSSION
Recent advances in speech-to-text and machine learning tools are
providing many new opportunities to support text-based video
editing and automated video editing tools across all levels of video
editing, from novices to professionals. We made several decisions
in the design of ChunkyEdit to support chunk-based editing by
automating certain parts of the process while leaving other steps
and decisions up to users. Many of the themes that emerged in our
discussions with editors involved choosing what to automate and
how to design future text-based video editing tools.

8.1 Balancing time and creative control
Editors frequently emphasize how much time editing takes and
how much time pressure they are under from collaborators and
clients. Editor Sheila Curran Bernard says that spending time is an
important part of the editing process: “Time is an increasingly rare
commodity for �lmmakers, especially during pre-production and edit-
ing. Yet time is what enables a �lm to have depth, in terms of research,
themes, and layers of storytelling, it can enhance creativity” [7]. Two
of the editors in our user evaluation (E2, E5) mentioned that even
with a tool like ChunkyEdit, they would still watch all of the videos
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at least once. Our participants repeated how important it was for
them to �nd methods of working that make their process e�cient
but ultimately leave them with as much storytelling freedom as
possible. As more automation becomes possible for certain aspects
of video editing, an important question to consider is how to keep
this freedom for creative professionals. ChunkyEdit provides one
point on this spectrum from the manual, timeline-based editing
that conventional video editing software supports to fully auto-
mated AI-based editing. Our evaluation indicates that professional
editors appreciated this middle-ground between providing some
automated organizational support, such as by grouping clips by
related questions and identifying themes in the transcript, without
producing full edits.

8.2 The future of text-based editing
While all of the editors in our study were used to working in some
capacity with transcripts, they primarily use timeline-based editing
interfaces. E1 and E6 suggested incorporating more awareness of
the timing of the clips and the video timecode into the ChunkyEdit
UI, while the other editors said that they appreciated working ex-
clusively with the transcript and did not �nd the timecode relevant
to editing in the more content-focused way that ChunkyEdit sup-
ports. Several participants, particularly those with experience with
text-based editing, said that they saw the automatic clip labeling
and grouping features in ChunkyEdit as being important next steps
in text-based video editing tools. As editors tools continue to adopt
more text-based features, new opportunities will emerge for design-
ing video editing interactions that go beyond the timeline and put
the emphasis on content and storytelling.

8.3 Supporting editors at all levels
We focused our evaluation on exploring how experienced editors
could incorporate a chunk-based editing work�ow into their pro-
cess. While chunking in other domains has been widely explored as
a mechanism experts use to remember information, teaching these
strategies to novices has also been shown to be e�ective [8, 25].
Several editors mentioned the opportunity to use ChunkyEdit with
clients or producers who may have less technical knowledge of edit-
ing. It is our hope that a chunk-based approach could potentially
help less experienced editors organize video projects.

9 LIMITATIONS & FUTUREWORK
While ChunkyEdit facilitates early steps in editing, it has a few
limitations and presents several opportunities for future work.

9.1 Editing granularity
ChunkyEdit treats question-answer pairs as the primary structure
within an interview. Currently edits are only possible at the level
of granularity of a single interviewee’s turn (i.e., answer). There
are trade-o�s between working with a wider window of context
around a particular line while helping editors get the video down to
its desired length. While our evaluation indicates that the level of
granularity of chunks is appropriate for the early stages of editing,
for videos with exceptionally long and meandering interviewee
responses, it may be helpful to work at a �ner level of granularity,
such as the sentence or phrase level. Two potential areas of future

work that could address this include exploring multi-label topic
modeling in the context of video editing and developing methods
to help editors remove lines that are not central to the narrative.

9.2 Journalistic context & applications
Many of the applications we envision for ChunkyEdit involve edit-
ing informational videos that rely heavily on journalistic integrity.
As with any video editing task that involves remixing content,
there is inherent risk of losing appropriate context, intentionally
or unintentionally. Bernard says, “You must condense the interview
material in a way that does not alter its initial meaning, no matter
how ‘close’ it might be or how accurate it remains” [7]. By supporting
the ability for editors to focus on question and answer pairs in an
interview, ChunkyEdit helps editors �nd common themes, while
seeing them in the context of the longer conversation. While three
of the four chunking strategies use GPT-4, if editors are concerned
about sharing sensitive content with this tool, they can use the non-
GPT (Answer 3: Keyword) method or manually select topic labels.
Future work should further help editors make informed decisions
about including relevant context and choosing a labeling method
that is appropriate for the nature of the content.

9.3 Chunk quality
Topic modeling remains an imperfect approach that can lead to
clusters that are di�cult to label [12, 30, 44]. These models are
highly driven by the right selection of parameters [61, 66], and
our methods do not currently optimize any parameters. E4 and
E8 speci�cally commented on the importance of �nding the right
number of chunks and indicated that ChunkyEdit did a good job
of identifying the right number of groups to review. We provide
simple ways for users to add or remove chunks manually, but fu-
ture work could more carefully explore this trade-o� between size
and speci�city of video chunks. Several participants mentioned
that ChunkyEdit is most helpful for particularly long videos. E6
said, “I think larger projects are gonna bene�t a larger percentage,
short projects less, but it would still bene�t smaller projects because
a smaller project probably has a shorter turn-around anyways, and
this would shorten the turn-around even more.” Future work could
further explore this relationship between the scale of the input con-
tent and the bene�ts of chunking to editors. In practice we found
that editors explored the four available topic modeling approaches
before choosing the one that best captured the themes they wanted
to convey in the �nal edit. Future work could also consider how
editors decide upon the best set of themes for a given project.

9.4 Supporting additional video genres
ChunkyEdit was designed around the turn-taking structure of
interview-based videos and leverages this structure to identify the-
matic chunks within a single video. Considering how to support
multiple videos and identifying themes across several interviews
would provide opportunities to explore larger video collections,
such as oral history archives. Additionally, E4 and E6 suggested
providing multi-language support for allowing clustering of videos
in di�erent languages. Extending our approach to other types of
videos could be possible for domains with regular structure, such
as step-by-step instructional videos. An interesting challenge for
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future work is identifying and leveraging this structure, particularly
in domains without dialogue, such as action-based or sports videos.

9.5 Chunking support for open-ended tasks
Chunking is a powerful cognitive process that people use to manage
large amounts of data and make sense of procedural tasks [26].
In this work we discuss the potential use of this mechanism in
tools to support video editing. We explored chunking by using text
clustering and topic modeling to facilitate the task of making local
video editing decisions. In future work we would like to study if and
how this type of chunking can reduce the cognitive load of early
editing decisions. In addition to video editing, there are likely many
other creative work�ows, such as animation, that involve sequential
decision-making that could potentially bene�t from a chunk-based
approach that helps people break down a problem and organize
their choices. There are many open challenges in identifying and
supporting these complex, long-term decision-making processes.

10 CONCLUSION
As text-based video editing tools gain popularity, there are many
opportunities to use the text to help editors make editing decisions
more e�ciently. In this paper we introduced a system for helping
editors organize their footage by identifying the structure and topics
that emerge within interview questions and answers. We found
that taking this relatively modest approach to automation within
a video editing process resonated with professional editors who
are often under tight time pressure but value the craft of editing. It
is our hope that tools like ChunkyEdit will help editors focus on
these critical editing decisions that make editing an art form.
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A VIDEO EDITING GLOSSARY
• Bins: labeled folders used to organize videos and assets in a
video editing tool

• B-roll: video and images that help illustrate the narrative
but are not the main video

• Paper edit: a selection of transcript segments compiled into
a text document. A paper edit is sometimes used in the early
stages of editing to save selected content for use in the rough
cut.

• Rough cut: an early stage output from the video editing
process, typically with major story elements in place but
lacking the �nal polishing elements, such as �nal narration,
graphics, and e�ects

• Screening: an event in which collaborators or audience view
intermediate or �nal edits and provide feedback

• Sequence: a set of clips assembled together on a video time-
line

• Stringout: an intermediate editing output that displays se-
lected video segments back-to-back on a timeline

B USER EVALUATION QUESTIONS
While much of the feedback from users came as they were exploring
ChunkyEdit, at the end of the session, we asked the following open-
ended questions:

(1) Which of the chunking methods present would be most
helpful and why

(2) Which types of projects would this be most helpful for?
Which types of projects would this be least helpful for?

(3) Please describe how this would change your work�ow, if at
all?

(4) Which features did you most enjoy? Which features did you
least enjoy?

(5) Do you have suggestions for any additional features?

We also asked the following Likert-scale questions (on a scale of
1=not at all to 5=very much):

(1) To what extent do you feel ChunkyEdit would help you feel
more organized?

(2) To what extent would the chunks help your production team
�nd and focus on relevant parts of the interview?

(3) To what extent do you think this would have potential to
speed up your editing process?

(4) To what extent do you feel this would reduce the amount of
creative control you have over your editing process?

(5) To what extent do you feel this would help you in screenings
or share intermediate edits with others?

(6) If this tool were included in an editing program like Adobe
Premiere Pro, Avid Media Composer, or Final Cut Pro, how
likely would you be to use it?

Additionally, we asked participants E6-E8 to rate the coherence of
the clusters for each chunking method and the quality of the labels,
in a similar fashion to the evaluation in Sec. 6.1.2, on a scale of
1=very incoherent/very low quality to 7=very coherent/very high
quality for their own provided videos. We discuss these results in
Appendix C.

https://openai.com/gpt-4
https://arxiv.org/abs/1908.10084
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ID Video Question
Answer 1:
GPT-4

Answer 2:
Hybrid

Answer 3:
Keyword

Dur. (min) Topic Coh. Label Coh. Label Coh. Label Coh. Label

E6 37 Non-pro�t volunteer 6 6 6 6 5 5 3 3

E7 44 Plant shop owner 6 4 5 5 4 2 2 2

E8 9 Music store employee 7 7 6 7 6 6 3 3
Table 5: Participants E6-E8 provided their own videos and rated the Coherence and label quality for the chunks produced by
each of the four chunking methods (on a scale of 1-7). Overall participants preferred Question and Answer 1: GPT-4 to the
other methods for their provided videos.

C USER FEEDBACK ON CHUNK QUALITY FOR
THEIR OWN VIDEOS

In our user evaluation (Sec. 7) we asked E6-E8 to provide their
own videos for the study. After completing the main study task of
working toward a rough cut of a 2-5 minute pro�le video using any

of the four provided chunking methods, they rated the coherence
of the chunks and the quality of the chunk labels for each method
(Table 5). While participants were free to use any of the chunking
methods for the study task, all ultimately chose to use Answer 1:
GPT-4.
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